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Differential Privacy

A randomised algorithm g : M — TR satisfies (¢, 0)-
differential privacy for ¢,0 > 0 if and only if for all
neighbouring datasets D, D’ and all subsets S C R, we
have

Pr(g(D) € S) <0+ ePr(g(D’) € 9).



Differential Privacy by Noising

The sensitivity of g w.r.t anorm |-| is defined by the smallest

number S(g) such that for any two neighbouring datasets
D and D’ it holds that

9(D) — g(D")| < S(g).

To ensure the (e, 0)-differential privacy of g, it suffices to
add Laplacian noise with standard deviation S(g)/e to g.
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Generative Adversarial Nets
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Importance Weighting
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Importance Weighting
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1) GAN discriminator weights
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1) GAN discriminator weights

ply = 1|z)
ply = 0|x)
_ply = 1]z) p(y = 0)
ply =0l|z) p(y = 1)
p(zly=1) _Pp(z)



2) Differentially Private Logistic Regression

If the data 1s scaled to a range from O to 1 such that
X C [0,1]%, Chaudhuri et al. (2021) show that the Lo sens-

itivity of the optimal coefficient vector estimated by (3 in a
regularised logistic regression with model

By = 1|z;) = o(BT2;) = (1 + e—ETwi)_l

is S(S ) = 2v/d/(Np)) where ) is the coefficient of the
Lo regularisation term added to the loss during training.



2) Differentially Private Logistic Regression

J1 and Elkan (2013)

B=pB+¢

logw(z;) = BT%‘ — B\Tiﬂz‘ + ¢

In(h|w) is biased.



2) Differentially Private Logistic Regression

Proposition 2 (Supplement[B.2). Ler W denote the import-
ance weights computed by noise perturbing the regression
coefficients as in Equation @) (Ji and Elkan| 2013 Al-
gorithm 1) where ( can be sampled from any noise dis-
tribution that ensures (¢, 8 )-differential privacy of 3. Define

b(zi) = 1/Ep [exp (¢ :)],

and adjusted importance weight

W (@) = ) 0las) = (5, exp (CTxi) &) (9)

The importance sampling estimator 1 (h|w™) is unbiased
and (¢, 0)-DP for B, [exp ((Tz;)] > 0.



2) Differentially Private Logistic Regression

=1 €e=6
SDGP it BetaNoised BetaDebiased BetaNoised BetaDebiased
CGAN Breast 1.4833+0.9603 0.077540.0197 || 0.0024.0. 0006 0.0020+0.0004
Banknote || 0.04204+¢ 0211 0.04134+0.0196 || 0.001410.0007 0.001440.0007
Iris 8.752244. 9893 3.4687 +1.3044 0.116040.0240 0.12904¢.0311
GAN Housing || 8.2081477702  1.440640.8314 || 3.7916433216  1.547941.0430
DPCGAN | Breast 0.058240.0165 0.044540.0162 || 0.001540.0003 0.0014+0.0003
Banknote || 0.0420+0.0211 0.041340.0196 || 0.002210.0013 0.0021 +0.0012
Iris 0.783440.2341  1.230040.7050 0.250240.1627  0.2806+0.1760
DPGAN Breast 6.0487 +3.7927 3.762942.2881 || 0.025140.0245 0.0238+0.0234
Banknote || 0.058240.0353 0.0610+0.0397 0.0062+0.0057 0.0061 +0.0056
Iris 2.6486:{:1.3513 1.3698i1_1554 0-0741:i:0.0228 0.0864:i:0.0274
Housing || 59175428546  0.839840.6328 || 1.904441 1426 2.111141 3450

Table 6: Mean squared error of the privatised log importance weights log w resp. log w™ averaged over 10 runs with standard
errors reported in brackets for (¢ = 1,5 = 107°) and (e = 6,5 = 10~°) where e;y = 0.1e.
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Algorithm 1: Relaxed DP SGD

Input: Examples x1.n,,, y1.n, from the DGP and

TNp+1:Np+Ng) YNp+1:Np+ N from the
SDGP, loss function

. 1 sy :
L(0) = y3wg 2 £(0, z:,y;). Parameters:
learning rate 7, noise scale o, expected lot size
L, gradient norm bound C.

Initialise ¢, randomly
fort € [T] do

Construct a random subset
L, Cc {1,...,Np + Ng} by including each index
independently at random with probability ﬁ
Compute gradient
For each ¢ € L;, compute
9t(wi, yi) < Do, L(Or, x4, yi)
Clip gradient
9:(®i, 4i)  go(@i,y:)/ max(1, lalzgulll)
Add noise -
g+ 1 >ier, @i i) + N(O, a*C*1)1(y,=1)),
where 1, 1) is I if y; = 1 and O otherwise
Descent
Opy1 < O + 10y

O_utput: 01 and the overall privacy cost (e, d) using the

moment’s accountant of Abadi et al.|(2016)
with sampling probability ¢ =

b
Np+Ng*
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Versatility of Importance Weighting
Empirical Risk Minimisation NL Z h(f(-),z) =~ Epmpp [R(f(), x)]

Bayesian Updating mrw (0]|2) o< w(6) exp (Z w(z;)log f(x )>



Versatility of Importance Weighting

Empirical Risk Minimisation NLD Z h(f(-),z) =~ Epmpp [R(f(), x)]
=1
Bayesian Updating mrw (0|) o 7(8) exp (Zw ) log f(x )>

Sampling



Data Visualisation
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