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Let us train a state of the art Al!

or

Images from the Pascal Voc 2007 data set



Let us train a state of the art Al!

GO gle state of the art cnn

CNN Models Param. | FLOPs | Top-1 | Top-5
S740M | 10.82G 93.66

63.68M | 10.85G 9427

M | 14.10G 94.00

46.66M | 7.53G 94,40

28.78M | 5.15G 93.78

M 3.86G 93.68

42.49M 7.35G 94.34

SENet (Hu, Shen, and Sun 2018), CBAM (Woo et al. 2018)
and AA-Net (Bello et al. 2019). From Table 2 we can see

Comparisons with other state-of-the-art CNN mod- els on Image...
researchgate.net

STATE-OF-THE-ART NETWORK
FOR COMPUTER VISION

State of the Art Convolutional Neural Networks (CNNs) Expl...
youtube.com

Summary of state-of-the-art Convolutional...
researchgate.net

State-of-the-Art Convolutional Neural Network...
louisbouchard.ai

State-of-the-Art Convolution...

Besuchen




Let us train a state of the art Al!

My contribution:

GO gle state of the art cnn
CNN Models Param. FLOPs Top-5
ResNet-152 57.40M 10.82G 93.66

63.68M | 10.85G 9427
74.45M 94.00
46.66M 04,40
28.78M 9378
243™ 93.68
4249M 9434

SENet (Hu, Shen, and Sun 2018), CBAM (Woo et al. 2018)
and AA-Net (Bello et al. 2019). From Table 2 we can see

Comparisons with other state-of-the-art CNN mod- els on Image... Summary of state-of-the-art Convolutional...
researchgate.net researchgate.net

STATE-OF-THE-ART NETWORK
FOR COMPUTER VISION

Louis Bouchard

Besuchen
State of the Art Convolutional Neural Networks (CNNs) Expl... State-of-the-Art Convolutional Neural Network...
youtube.com louisbouchard.ai

State-of-the-Art Convolution...




Let us train a state of the art Al!

Go gle state of the art cnn B Q & e

and AA-Net (

Comparisons with o te-of-the-art Convol
researchgate.net

>

State-of-the-Art Convolutional Neural Network...

State of the Art Convolutional Neural Networks (CNNs) :
(SUlsbouchard sl State-of-the-Art Convolution...

youtube.com



Some people thought it might be cool to explain my model
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Image from Been Kim’s DLSS 2018 talk



Let us train a state of the art Al!

Horse-picture from Pascal VOC data set
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Artificial picture of a car

Image from Lapuschkin (2019)



What is an Explanation Model?



What is an Explanation Model?

e Model that explains a different model



What is an Explanation Model?

e Model that explains a different model

— ask a hetter question



What is the GOAL of your explanation model?

Understanding
Trust

Feature Selection
Actionable Advice

(a) Husky classified as wolf (b) Explanation

Image from Ribeiro et al (2017)



Robust and verified Machine Learning

Machine




Robust and verified Machine Learning

Causality }J

Machine




Robust and verified Machine Learning

Explainability

N

Causality }J

Machine




Robust and verified Machine Learning

Explainability

N

Causality }J

Machine

Robustness/Fairness>>>




We need Explainability!

glaCk W of" :

box model

| am once again asking
XAl




Different Camps of XAl

Local interpretability

Why is this image labelled as a car?

Image from Lapuschkin (2019)

.
: u“
What do all car-labelled images
i have in common?
5

Global interpretability

Image from Lapuschkin (2019)



Different Camps of XAl

Model-agnostic interpretability

I will explain Yyou no

matter what! O

9

Model-specific interpretability

How does it lsok
\ 0 .
mm{e?

N

from her MLSS22 talk

Image from https://saferoad.org/best-tool-chests-reviews/



Different Camps of XAl
Intrinsic interpretability

If age > 25 then predict favorite sport = tennis

https://corels.eecs.harvard.edu/corels/whatarerulelists.html

Image from https://users.cs.duke.edu/~cynthia/

Post-hoc interpretability

“Probability distortion is that people generally do not look
at the value of probability uniformly between 0 and 1.
Lower probability is said to be over-weighted while medium
to high probability is under-weighted” - Kahneman

from her MLSS22 talk

Image from https://beenkim.github.io/



Decision trees / Rule Lists are explainable!

——

Weather
= Sunny

Yes / \ No

Time
= morning

Time
= afternoon
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Eaft Right Stomp Clap!

https://beenkim.github.io/slides/DLSS2018Vector_Been.pdf



Decision trees / Rule Lists are explainable!

——
Weath
=S

In practise with penalties on
number of splits or parameters
used

— Sparsity

N
IS

Left Right

Stomp Clap!

https://beenkim.github.io/slides/DLSS2018Vector_Been.pdf



Risk-Calibrated Supersparse Linear Integer Models

1
min — Z log (1 + e ¥*) + Col|Allo

A € L means that Vj, \; € {-10,-9,...0,...9,10} \

RiskSLIM’s Mixed-Integer
Nonlinear Program

Ustun and Rudin. Learning Optimized Risk Scores from Large-Scale Datasets. KDD 2017, JMLR 2019 (accepted)
Code: https://github.com/ustunb/risk-slim




This looks like that (Chen, 2019)

m/ Gpu Similarity score

L A A X J
Y ¥ T i

Convolutional layers 1’ Prototype layer g, Fully connected layer A Output logits




This looks like that (Chen, 2019)

Why is this bird classfied as a red-bellied woodpecker?

Evidence for this bird being a red-bellied woodpecker:

Original image Prototype ~ Training image Activation map  Similarity Class Points
(box showing part that where prototype score connection contributed
looks like prototype) comes from

5

6.499 x 1.180 = 7.669

4392 x 1.127 = 4.950

3.890 x 1.108 = 4.310

Total points to red-bellied woodpecker: 32.736

Evidence for this bird being a red-cockaded woodpecker:

Original image Prototype  Training image Activation map Similarity Class Points
(box showing part that

where prototype score connection contributed

looks like prototype) comes from

/-

2.452 x 1.046 = 2.565

2.125 x 1.091 = 2.318

1.945 x 1.069 = 2.079

Total points to red-cockaded woodpecker: 16.886



True Rashomon Sets

E(x’y)loss( f(x), y)

The true Rashomon set is the set of
models with low true loss.

0

{f € F such that ]E(x’y)loss(f(x),y) < 9}
\ J f

If the true Rashomon set is large, a simple-yet-accurate model is
likely to exist.

https://users.cs.duke.edu/~cynthia/docs/KDDRashomonForPrint.pdf



Rashomon Ratio

#{f2 € F, such that L( f)) < 9}
| 7, |

Rashomon Ratio (F,,0):=

https://users.cs.duke.edu/~cynthia/docs/KDDRashomonForPrint.pdf



You can bound the loss in performance of simple models!

Theorem. For any e > 0,with probability at least(l - e) p,with respect to the random draw

of functions from 7, to form 7, and with respect to the random draw of 1id data:

1—-Rashomon Ratio(F,,0) | F, |
log| 7| +log 2/ 7]

‘L(.ﬂ*)—i(,i{)lse+2b\/ S where p=1- [ - ]

| ]

https://users.cs.duke.edu/~cynthia/docs/KDDRashomonForPrint.pdf



You can bound the loss in performance of simple models!

Theorem
For a K-Lipschitz loss / bounded by b, hypothesis spaces 7, and 7, 7, c 7, if
for each £, € Rashomon set(F,,0) there exists a model f, € 7, such that || £, - f; ||pS 0,
and if the Rashomon set is large, in that it contains an (p ball of size at least 0,
then there existsf] € Rashomon set(F,,0) such that for a fixed parameter € € (0,1):
i Rashomon Set (F,,0) f;
1. f, is from simpler class 7.
2. With prob > 1-e w.r.t. the random draw of training data,
L) - L(f)|S2KR (F)+by=222, -

where R (7)) is Rademacher complexity.

https://users.cs.duke.edu/~cynthia/docs/KDDRashomonForPrint.pdf



Decision trees are explainable!

—

Weather
= Sunny

Time
= afternoon

Time
= morning

https://beenkim.github.io/slides/DLSS2018Vector_Been.pdf



Decision trees are explainable?

Weather =
Yes cloudy

#total people > 200

Time = Morning

coﬂee here Time =
@ = No afternoon Weather

#people in
first row > 10

#people in
first row < 40

Year < 2020 Year < 2016

Weather
= rainy

people <100

#people in
first row > 20

No
Year > 2014 Free
coffee here
= No
#people in

first row > 20

Year > 1990

Time =
afternoon

https://beenkim.github.io/slides/DLSS2018Vector_Been.pdf



Counterfactual Explanations (aka Algorithmic Recourse)

Salary:

. £17,000,

Savings:
£341.52
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Counterfactual Explanations (aka Algorithmic Recourse)

Salary:
£17,000, LOAN DENIED
Savings:

£341.52

How would the numbere need
to change the least to flip the

decicion 7




Counterfactual Explanations (aka Algorithmic Recourse)

Salary:
£17,000, LOAN DENIED
Savings:
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£341.52
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Counterfactual Explanations (aka Algorithmic Recourse)

|

Salary:
£17,000,
Savings:

£341.52

Salary:

£23,000

Savings:

£3,341.52

LOAN DENIED

How would T need to interfere
the leact To flip the decicion?



Partial Dependence Plots

f’bs ('775) = Eib‘(t' f(xSv mC)

Predicted number of bikes
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|
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https://towardsdatascience.com/an-overview-of-model-explainability-in-modern-machine-learning-fc0f22c8c29a



Shapley Values (Lundberg and Lee, 2017)
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LIME (Ribeiro et al., 2016)

II ® f: pink
. +++, _ and blue areas
° / e instance being explained: bold red
@ Cross
-+ © e instances sampled locally and
+H ® . g weighted by their proximity: red
| @ 0® ; crosses, and blue circles
I e locally faithful explanation g: dashed
! i line
I

Ribeiro et al. (2017)



LIME (Ribeiro et al., 2016)

| neighbourhood |
‘ kemel aloundx |

£(x) = argmin (f g,ﬂ‘w) + Q(g)
geG

black box

explananon
| model

—————

fit gto f in a small

neighbourhood around x ensure g is simple



Problems with Tangent Line Approximations

e If alinear fit is good enough, why not just have a locally linear black box?
(Rudin, 2019)
e Consider the black box

f(x) = I(zy > 0)222 — I(z; < 0)x3



Problems with Tangent Line Approximations

e If alinear fit is good enough, why not just have a locally linear black box?
(Rudin, 2019)
e Consider the black box

f(x) = I(zy > 0)222 — I(z; < 0)x3

for x1=-0.001, the feature attribution of Feature-2 is negative




Can we just take the gradients?

Nol!



Can we just take the gradients?

Nol!

Look at
f(x)= ReLU(1-x)

we want to explain x*=2



Can we just take the gradients?

Nol!

Look at
f(x)= ReLU(1-x)

we want to explain x*=2

> not sensitive wrt x=0




Layer-wise relevance propagation (Bach et al, 2016)
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Montavon et al (2019)

output



Layer-wise relevance propagation (Bach et al, 2016)

implementation
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Integrated Gradients (Sundararajan et al, 2017)

S,,S



Integrated Gradients (Sundararajan et al, 2017)

0 E[f(i)] E[f(z) | 1 = wl] f(»l) E[f(z) | 212 = il'1,-2] E[f(i) | 21,2,3 = 1171.2.3]
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Integrated Gradients (Sundararajan et al, 2017)




Integrated Gradients (Sundararajan et al, 2017)

1
PathIntegratedGrads, (z) :::/ OF((a)) 0vila) g,

O07vi () oo

a=0



Integrated Gradients (Sundararajan et al, 2017)

8F(:1:’+g>< (x—2")) A

I
B
|
3.
X
Q\
I =
o

IntegratedGrads, () ::



Integrated Gradients (Sundararajan et al, 2017)

m = Sensitivity
+ Implementation Invariance

+ Completeness

+ Linearity

OF (z'+ax(z—z’)) Ay

IntegratedGrads, () :: Ery

I
B
I
3.
X
Q\
I =
o



Integrated Gradients (Sundararajan et al, 2017)

Original image Top label and score Integrated gradients Gradients at image

N Y
r .y ‘Y" u.d Top label: reflex camera
o 1 Score: 0.993755




Convolutional layers learn interpretable concepts

Source layer

s|2[6|8T>twols]|2 Convolutional

al3fals|1]|9|6]3] kernel

i oM 41717161l 9 G Destination layer
134(6[(8[2]2]1 2

84623 “bd\i 1120 =

54|58 9 e S MORE2 =3 \

912 (|6 (|63 |6i|2]1

g8 812 (|6|3]|4]15

(-1x5) + (0x2) + (1x6) +
(2x4) + (1x3) + (2x4) +

(1x3) + (-2x9) + (0x2) =5

Best Practice Guide - Deep Learning - Scientific Figure on ResearchGate. Available from:
https://www.researchgate.net/figure/Schematic-illustration-of-a-convolutional-operation-The-convolutional-kernel-shifts-over_fig2_332190148 [accessed 24 Mar, 2022]



Convolutional layers learn interpretable concepts

https://developer.nvidia.com/blog/deep-learning-nutshell-core-concepts/



Grad-CAM

c
Grad—CAM : i

Pick positive values

global average pooling

; 1 0y°
R 2
——

gradients via backprop

cR™ =  ReLlU Za,



Attention Visualisation



Been Kim’s MLSS 2021 talk, https://beenkim.github.io/

TCAV: Testing with Concept Activation Vectors (Kim et al,
2018)

%(,(((f‘: — machineA Iter:::?:g model > [)( Z )
t f

(e.g., neural network)
zebra-ness

i
How important was the striped concept
to this zebra image classifier?



Been Kim’s MLSS 2021 talk, https://beenkim.github.io/

TCAV: Testing with Concept Activation Vectors (Kim et al,
2018)

A trained
== machine learning model = [)( Z )
(e.g., neural network)

\
2\

o

at

(&

)

zebra-ness

zebraness — Op(z)
= Sq.(x v . Q o
. ‘ il m = striped CAV — O v, k(@) TCAVog, = L& E X .ls\(’..?,,(.:u) > 0}
Xk
How important was the striped concept
to this zebra image classifier?

TCAV score

dotted striped 2ig-zagged



Surrogate Modelling?!

POST-HOC EXPLAINABILITY BRI LI TRt EE

not necessarily
explainable

e Loss in prediction
accuracy

e Black box access

e More Fidelity
e No “Double Trouble”

INTRINSIC EXPLAINABILITY




Saliency maps are informative and elicit trust!

Test image Evidence for animal being a Siberian husky

Explanations using
attention maps

Image from Rudin (2019)



Saliency maps are informative and elicit trust?

Test image Evidence for animal being a Siberian husky Evidence for animal being a transverse flute

Explanations using
attention maps

Image from Rudin (2019)



Sanity checks of saliency maps (Adebayo, 2018)

PPy c
Original knsge g . from top to bottom layers
E o
Q .
o ) a © 8
®© : L = ™ sl 31 sl ! 8!
e * °
#-24 3 % § 3 ¥ 3§ § @
Se2 £ 8 B £ B E T &
R SR A We ol SR ¥ .
Gradient e
Gradient-SG ¥ W% « " 2 F <=
PR SR WE W mes w
Gradient: Input b o By &
Guided 'Q.ru.rq.rq.rn-rn-rn.r-.rq.'q.
Back-propagation

Guided GradCAM

g P .

Integrated Gradients &

Integrated Gradients-SG  #5° % < ° % &

Cascading randomization

¥z Vir E

"
<
-
-
"
-

"% = &

o ( ¢ g . O

et A b L- e ~bwr S 2 e
» » . " » y

S LG e 7 vl

oo rod 3‘,7"‘ 'f;. ‘,".1./

. h . A s

mixed_5b

conv2d _4a_3x3

conv2d 3b_1x1

conv2d 2b 3x3

oo W FEEE AR AR FTEEENFEaN
= » "~ Lg " " " ” > ” " L "~ " g - " ”
L™ L TR R R T RS RS RO R TR T R R R R R

R R
nl al
8 ®
| ‘—I
§ §
° o
) o
Bay
¥ 1)
48
joi
" "
- -

Ve



Saliency methods are unreliable (Kindermans et al., 2019)

Input Gradient x Input IG Reference Points DTD Reference Points
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Fooling Explainability Tools (Slack et al., 2020)

evil model that does not hire black
applicants

(no one con kuaw!)
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live in zip code 15235



Fooling Explainability Tools (Slack et al., 2020)

evil model that does not hire black
applicants

(no one con kuaw!)

Imagine all black applicants
live in zip code 15235

Strategy

@ Reject black applicant from Zip code 1523
.4 Accept black applicant from any other Zip code




Fooling Explainability Tools (Slack et al., 2020)

evil model that does not hire black
applicants

(no one con kuaw!)

Imagine all black applicants
live in zip code 15235

Strategy

@ Reject black applicant from Zip code 1523
.4 Accept black applicant from any other Zip code




Adversarial Attacks on Explanations

Interpretation of Neural Networks is Fragile

James Zou'
Dept. of Biomedical Data Science
Stanford University
jamesz @ stanford odu

Abubakar Abid*
Dept. of Electrical Engineering
Stanford University
2124 @stanford.edu

Amirata Ghorbani*
Dept. of Electrical Engincering
Sunford University
amiratag @ stanfoed.edu

» ® =)

Figure 1: A attack against feature-imp maps. We generate feature-importance scores, also
maps, using three popalar interpretation methods: (a) simple gradients, (b) DeepLIFT, and (<) integraled graq
row shows the the original images and their salicocy maps and the bottom row shows the perturbed images (v
attack with ¢ = 8, as described in Section[3) and comresponding saliency maps. 1o all three images, the predicted
change from the perturbation; however, the saliency maps of the perturbed images shifts dramatically 1o feature:
be considered salient by human perception.

AneeKathrin U b .

Explanations can be manipulated
and geometry is to blame

ki’ M il Alber', €

Marcel Ackermann’, KlausRobert Miller' Y, Pan Kessel

Mackize Lessning Group, EE k Compater Sciace Facalty, TU-Bertia
"Departasent of Video Coding & Analytios, Fraeshoder Hebnrich- Herta- bantitute
*Max Planck fnstitute for Informathos
‘Department of Beain and Coguitive Engisering, Keoon Usiversity
{Klass-robert .zeeller, pan.kessel}Otc-berlin.de

J. Anders',

THE (UN)RELIABILITY OF SALIENCY METHODS

Pieter-Jan Kindermass Sara Hooker! Jullus Adebayo
Google Bran®

{pikinder, shos e.com

ker)8google.c
Dumitre Erhas, Been Kim
Google Brain

Maximiian Alber, Kristof T. Schiitt, Sven Didhae
TU-Berlin

"Cat*astrophic Attribution Failure

76257

Attribution Methods
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from Been Kim’'s MLSS 2021 talk



But if XAl doesn’t work, what can we do?

ot =

BLACK BOX MODELAEEZ 8




But if XAl doesn’t work, what can we do?

Nz

BLACK BOX MODELVE

) C

\
u'/
3

SANITY.
CHECKS, BLACK BOX MODELSANE

(KIM, MLSS21) ’ ‘




1) Evaluate Exclusion and Inclusion Criteria (i.e.
Dabkowski and Gal, 2017 or Hooker, 2019)

r - iTe
" [3 ‘;. - i

(a) Input Image (b) Generated saliency map (C) Image multiplied by the mask (d) Image multiplied by inverted mask



2) Handcraft sanity check data sets

L

o

bedroom bamboo forest bamboo forest

* bedroom

https://github.com/google-research-datasets/bam



3) Look at classes that are not true, False positives, False
negatives,... (Adebayo, 2018)

CNN - MNIST

Absolute-Value Visualization Diverging Visualization
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4) Human evaluations

R

H“MA,!! EVALUATOR

b W

EXPLANATIONS

=

) ~

BLINDTRUST




5) Risk diversification

>
e
£ the pareto-optimal e e
solutions ," )
* investment 1
; [ ]
¢
"
uy
L e

combinations ,* investment 2
‘of investments

.
_ = & investment3

-

“lwestment 4 9

risk

http://mlwiki.org/index.php/Portfolio_Management



6) Exploratory data analysis

N Prototype 1

4 Prototype 2

X
X

:’
¥ Observed

data MMD-critic [K. Khanna, Koyejo ‘16]

N

Been Kim’s MLSS 2021 talk, https://beenkim.github.io/



6) Exploratory data analysis

Prototypes Prototypes

Been Kim’s MLSS 2021 talk, https://beenkim.github.io/



Influence Functions (Koh and Liang, 2017)

Label: Fish : Label: Fish

-~

~

A small
perturbation
to one
training
example:

Can change
multiple test
predictions:

Orig (confidence): Dog (97%) Dog (98%) Dog (98%) Dog (99% Dog (98%)
New (confidence): Fish (97%) Fish (93%) Fish (87%) Fish (63%) Fish (562%)



Influence Functions (Koh and Liang, 2017)

Test image Harmful training image

Label: 7 Label: 7



Influence Functions (Cook and Weisberg, 1982)

What happens if | upweight observation z by (1+¢) & = (-’13, y)

Find new optimal parameter

p arg mingee = » ., L(z:,0) + €L(z,0)

Influence of upweighting on parameters 6

det O, . _ 3
Iup,params(z) — de ats — _Hé ! VGL(Z’ 9)




Influence Functions (Koh and Liang, 2017)

z = (;1;7 Y) perturb one training point > Z5 def (z + d,9)

Find new optimal parameter

~ def a n
Oc »s—, = argmingeo 2 Y1 | L(2;,0) + eL(2s5,0) — eL(z,0)

Influence of perturbing z by &

d96,25,—z

= e = Z-up,params (Z(S ) = Z-up,params (Z )

= —H;"(VoL(2s,0) — VoL(z,0))



Take home message

"1 HAVE A NEW
EXPLAINABILITY TOOL YOU TESTED IT, RIGHT?

=
2

£

X? Y-.

N
YOU TESTED IT, RIGHT?




References

Slack, Dylan, et al. "Fooling lime and shap: Adversarial attacks on post hoc explanation methods." Proceedings of the AAAI/ACM Conference on Al, Ethics,
and Society. 2020.

Kindermans, Pieter-Jan, et al. "The (un) reliability of saliency methods." Explainable Al: Interpreting, Explaining and Visualizing Deep Learning. Springer,
Cham, 2019. 267-280.

Lundberg, Scott M., and Su-In Lee. "A unified approach to interpreting model predictions." Advances in neural information processing systems 30 (2017).
Hooker, Sara, et al. "A benchmark for interpretability methods in deep neural networks." Advances in neural information processing systems 32 (2019).

Ribeiro, Marco Tulio, Sameer Singh, and Carlos Guestrin. "" Why should i trust you?" Explaining the predictions of any classifier." Proceedings of the 22nd
ACM SIGKDD international conference on knowledge discovery and data mining. 2016.

Rudin, Cynthia. "Stop explaining black box machine learning models for high stakes decisions and use interpretable models instead." Nature Machine
Intelligence 1.5 (2019): 206-215.

Adebayo, Julius, et al. "Sanity checks for saliency maps." Advances in neural information processing systems 31 (2018).
Lapuschkin, Sebastian, et al. "Unmasking Clever Hans predictors and assessing what machines really learn." Nature communications 10.1 (2019): 1-8.

Chen, Chaofan, et al. "This looks like that: deep learning for interpretable image recognition." Advances in neural information processing systems 32 (2019).



References

Cook, R. Dennis, and Sanford Weisberg. Residuals and influence in regression. New York: Chapman and Hall, 1982.
Ustun, Berk, and Cynthia Rudin. "Supersparse linear integer models for optimized medical scoring systems." Machine Learning 102.3 (2016): 349-391.

Montavon, Grégoire, et al. "Layer-wise relevance propagation: an overview." Explainable Al: interpreting, explaining and visualizing deep learning (2019):
193-209.

Bach, S., Binder, A., Montavon, G., Klauschen, F., M'uller, K.R., Samek, W.: On pixel-wise explanations for non-linear classifier decisions by layer-wise
relevance propagation. PLoS ONE 10(7), e0130140 (2015)

Sundararajan, Mukund, Ankur Taly, and Qiqgi Yan. "Axiomatic attribution for deep networks." International conference on machine learning. PMLR, 2017.
Dabkowski, Piotr, and Yarin Gal. "Real time image saliency for black box classifiers." Advances in neural information processing systems 30 (2017).
Koh, Pang Wei, and Percy Liang. "Understanding black-box predictions via influence functions." International conference on machine learning. PMLR, 2017.

Kim, Been, et al. "Interpretability beyond feature attribution: Quantitative testing with concept activation vectors (tcav)." International conference on machine
learning. PMLR, 2018.



If you have any questions, please let me know

y sghalebikesabi

sahra.ghalebikesabi@univ.ox.ac.uk

https://sghalebikesabi.github.io


mailto:sahra.ghalebikesabi@univ.ox.ac.uk

